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Intelligent
Edge

Artificial
Intelligence

5G Network
Transformation

Cloudification



MOVE STORE 

SOFTWARE & SYSTEM LEVEL 

PROCESS

SILICON PHOTONICS

ETHERNET



INTEL’S 
SMARTNICS

Infrastructure Acceleration 
Highly Programmable

INTEL® 
ETHERNET

#1 MSS  >10GbE 
High Speed Ethernet1

INTEL® SILICON 
PHOTONICS

Silicon Integration
Silicon Manufacturing

Silicon Scale

MOVE FASTER
INTEL CONNECTIVITY PORTFOLIO

1. #1 MSS Total Ethernet Ports--Source: Crehan Research Q4’18.  High speed = 10GbE and above-- Source: Connectivity TAM includes Ethernet, High Performance Fabrics, and Silicon Photonics and is based on 
amalgamation of analyst data and Intel analysis, based upon current expectations and available information and are subject to change without notice.  



PERSISTENT
MEMORY

STORAGE

MEMORY

STORE MORE
CONVERGING THE MEMORY / STORAGE HIERARCHY

HBM

DRAM
hot tier

SSD
warm tier

Intel® 3D Nand SSD
HDD / TAPE

cold tier

✓ BETTER PERFORMANCE

✓ HIGHER CAPACITY

✓ NEW USAGE MODELS



PERFORMANCE 
ENHANCEMENTS

INTEL® DEEP LEARNING BOOST:
VECTOR NEURAL NETWORK INSTRUCTION (VNNI)

INTEL® OPTANE™ DC 
PERSISTENT MEMORY

PROCESS EVERYTHING
2ND GEN INTEL® XEON® SCALABLE PROCESSOR: CASCADE LAKE

1. No product or component can be absolutely secure

+



3rd Gen
Intel Xeon Scalable GPU Intel

Stratix 10 NX
Gen 3

Intel Movidius VPU
Habana

Gaudi & Goya

W O R K L O A D  B R E A D T H A I  S P E C I F I C

GPU FPGACPU SPECIALIZED ACCELERATORS

Intel Optane Persistent 
Memory 200 Series

Intel SSD D7-P5500 
Intel SSD P5600

I N  D E V E L O P M E N T L I M I T E D  S A M P L I N GE A R L Y  A C C E S S



LAUNCHING

BUILT-IN AI ACCELERATION

Intel Deep Learning Boost
NEW: bfloat16*

FLEXIBILITY

Enhanced
Intel Speed Select Technology

BREAKTHROUGH MEMORY

Intel Optane Persistent Memory
200 series

up
to

HIGHER DATABASE
PERFORMANCE

vs 5-YEAR-OLD PLATFORM

AVERAGE
PERFORMANCE GAIN

vs 5-YEAR-OLD PLATFORM

TARGETED FOR 4S-8S SYSTEMS

Performance results are based on testing as of dates in configuration and may not reflect all publicly available security updates. See backup for configuration details. 
For more complete information about performance and benchmark results, visit www.intel.com/benchmarks.*Available on select 3rd Gen Intel Xeon Scalable processors



2ND GEN

Intel Xeon Scalable

Cascade Lake
PURLEY PLATFORM

1-8
SOCKETS

3RD GEN

Intel Xeon Scalable

Cooper Lake
CEDAR ISLAND PLATFORM

Ice Lake
WHITLEY PLATFORM

4-8
SOCKETS

1-2
SOCKETS

NEXT GEN

Intel Xeon Scalable

Sapphire Rapids
EAGLE STREAM PLATFORM

1-8
SOCKETS

LAUNCHING

COMING LATER THIS YEAR

NEXT GEN DL BOOST: AMX

SILICON POWERED ON 



CSP ADOPTION 
WITH  2ND GEN INTEL® XEON® SCALABLE PROCESSOR + INTEL® OPTANETM DC 
PERSISTENT MEMORY

MORE CAPACITY

MINIMIZE 
DOWNTIME

EXPECT LOWER TCO

EXPECT IMPROVED 
TIME TO INSIGHTS
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РАЗНОМУ БИЗНЕСУ – РАЗНОЕ ОБЛАКО !

Multi-Cloud
(Hybrid) 

PrivatePublic 



MODERN DATA CENTER SOLUTIONS

SOLUTIONS

▪ vSphere

▪ vSAN – Intel® Select 
Solution

▪ NSX

▪ VMware Cloud 
Foundation – Intel 
Select Solution

SOLUTIONS

▪ Windows Server 

▪ WS2D & WSSD – Intel 
Select Solution

▪ SQL Server – Intel Select 
Solution

▪ Azure Stack – Intel Select 
Solution

SOLUTIONS

▪ Red Hat OpenShift 
Container - Intel Select 
Solution

▪ Red Hat HCI

▪ Red Hat Cloud Forms 
Satellite

▪ Red Hat NFVi - Intel Select 
Solution

▪ IBM Cloud Private

SOLUTIONS

▪ Huawei FusionStorage -
Intel Select Solution

▪ Huawei FusionCube
(HCI)

▪ Huawei FusionSphere -
Intel Select Solution

▪ Alibaba Apsara Stack 
(private)

▪ Tencent Virtual Private 
Cloud (VPC)

SOLUTIONS

▪ Nutanix 
Hyperconverged

▪ Cisco Hyperflex

▪ HPE Simplivity

RESOURCES

VMware DCG Resources 
Micro Site – NEW!

RESOURCES

Microsoft DCG Resources 
Micro Site – NEW!

RESOURCES

Red Hat DCG Resources 
Micro Site – NEW!

RESOURCES

Coming soon!

RESOURCES

Coming soon!
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OPEN SDI

INDUSTRY-LEADING SOLUTIONS OPTIMIZED FOR INTEL® ARCHITECTURE

http://dcgresources.intel.com/vmware
https://dcgresources.intel.com/microsoft/
https://dcgresources.intel.com/red-hat/
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CUSTOMER OPPORTUNITY: 

BUILDING A DATA-CENTRIC FOUNDATION

Virtualize: On 
Prem Private 

Cloud

Modernize 
with HCI

Integrate 
Public Cloud

Multi-Cloud

Legacy  
Environment

Start 
Here

15

Key partners who offer HCI:



16



CUSTOMER OPPORTUNITY: 

BUILDING A DATA-CENTRIC FOUNDATION

Virtualize: On 
Prem Private 

Cloud

Modernize 
with HCI

Integrate 
Public Cloud

Integrate 
Private Cloud

Multi-Cloud

Legacy  
Environment

Start 
Here

Off-Prem 
Public Cloud

Start 
Here

Modernize 
with HCI
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CSPs offering private cloud:

Outposts

Key partners who offer HCI:
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ВКОНТАКТЕ – ЧТО СДЕЛАНО

22

• VK re-engineered its storage architecture to 
lower the cost of storage while
meeting its demanding performance 
requirements.

• VK upgraded the storage for frequently 
accessed data in its content delivery
network (CDN) to Intel® SSDs with 3D NAND 
technology, and moved the most
frequently used data to Intel® Optane™ SSDs.

• VK introduced Intel Optane persistent memory 
for the rating counter servers
that support the newsfeed, migrating data away 
from more expensive DRAM.

• Intel® field programmable gate arrays (Intel® 
FPGAs) will be used to convert images
on-the-fly from a single high-resolution master 
copy to the resolution needed for
each user – reducing requirement to store 
multiple image sizes and formats 



ВКОНТАКТЕ - РЕЗУЛЬТАТЫ
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• Diverting data from dynamic random-access memory (DRAM) to SSDs and Intel Optane 
persistent memory running in memory mode significantly cut the cost of storing the hottest 
data, according to VK.

• VK reported that it was able to consolidate servers at a ratio of 2:1 using the new
storage solution, supporting the continued data growth, with storage of up to
0.408PB in 1U, reducing power and cooling costs.1

• Upgrading the processor from the Intel® Xeon® Gold 6230 processor to the Intel®
Xeon® Gold 6238R processor cut the compute cost by 40 percent and improved
performance per watt by 72 percent1, according to VK 


