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UNLEASHING THE POTENTIAL OF DATA
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MOVE FASTER

INTEL CONNECTIVITY PORTFOLIO

T

INTEL®

ETHERNET

#1 MSS >10GbE
High Speed Ethernet’

1. #1 MSS Total Ethernet Ports--Source: Crehan Research Q4'18. High speed = 10GbE and above-- Source!
sis, based upon current expectations and available information and are subject to change without notice.

amalgamation of analyst data and Intel analy:
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INTEL'S
SMARTNICS

Infrastructure Acceleration
Highly Programmable

: Connectivity TAM includes Ethernet, High Performance Fabrics, an
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INTEL® SILICON
PHOTONICS

Silicon Integration
Silicon Manufacturing
Silicon Scale

d Silicon

Photonics and is based on




STORE MORE
CONVERGING THE MEMORY / STORAGE HIERARCHY
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PROCESS EVERYTHING
2ND GEN INTEL® XEON® SCALABLE PROCESSOR: CASCADE LAKE
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1. No product or component can be absolutely secure



18 June 2020 - Silicon & Software Launch
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3rd Gen Intel Gen 3
Intel Xeon Scalable Stratix 10 NX Intel Movidius VPU

DISCLOSING

LAUNCHING IN DEVELOPMENT EARLY ACCESS
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Stratix 10 NX

3rd Gen
Intel® Xeon®
Scalable Processor
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WORKLOAD BREADTH
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LIMITED SAMPLING
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Intel SSD D7-P5500
Intel SSD P5600
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IFAUN CHINGE
3rd Gen Intel Xeon Scalable Processor
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BUILT-IN Al ACCELERATION

Intel Deep Learning Boost
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vs 5-YEAR-OLD PLATFORM vs 5-YEAR-OLD PLATFORM

3rd Gen
Intel® Xeon®
Scalable Processor

BREAKTHROUGH MEMORY

Enhanced

Intel Optane Persistent Memory Intel Speed Select Technology

200 series
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Performance results are based on testing as of dates in configuration and may not reflect all publicly available security updates. See backup for configuration details.

*Available on select 3rd Gen Intel Xeon Scalable processors For more complete information about performance and benchmark results, visit www.intel.com/benchmarks.



Intel Xeon Scalable Roadmap

2019 2020

2021
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2ND GEN 3RD GEN
Intel Xeon Scalable Intel Xeon Scalable
1-8 4-8

SOCKETS SOCKETS

Cooper Lake
CEDAR ISLAND PLATFORM

Cascade Lake
AR

1-2
SOCKETS

Ice Lake
WHITLEY PLATFORM

COMING LATER THIS YEAR

' &
NEXT GEN
Intel Xeon Scalable
1-8

SOCKETS

Sapphire Rapids

EAGLE STREAM PLATFORM

NEXT GEN DL BOOST: AMX
SILICON POWERED ON



CSP ADOPTION

WITH 2ND GEN INTEL® XEON® SCALABLE PROCESSOR + INTEL® OPTANE™ DC
PERSISTENT MEMORY

(/) MORE CAPACITY
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Google Cloud Tencent Cloud

EXPECT LOWER TCO

EXPECT IMPROVED
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MODERN DATA CENTER SOLUTIONS

vmware

SOLUTIONS
= vSphere

= vSAN — Intel® Select
Solution e

= NSX

= \/Mware Cloud
Foundation — Intel
Select Solution 3

RESOURCES

VMware DCG Resources

=& Microsoft

SOLUTIONS
= \Windows Server

= WS2D & WSSD - Intel
Select Solution e«

= SQL Server — Intel Select
Solution %

= Azure Stack — Intel Select
Solution «3s

RESOURCES

Microsoft DCG Resources

Micro Site — NEW!

Micro Site — NEW!

<« redhat

SOLUTIONS

» Red Hat OpenShift
Container - Intel Select
Solution 3

» Red Hat HCI

= Red Hat Cloud Forms
Satellite R

= Red Hat N’FVi - Intel Selec
Solution

= |BM Cloud Private

RESOURCES

Red Hat DCG Resources
Micro Site — NEW!

\D, Tencent it

cl

HUAWEI Alibaba.com

SOLUTIONS

*

Intel Select Solution

= Huawei FusionCube

(HCI)

» Huawei FusionSphere -

Intel Select Solution 5

» Alibaba Apsara Stack

(private)

= Tencent Virtual Private

Cloud (VPCQ)

RESOURCES
Coming soon!

Huawei FusionStorage -

*

NUTANI>L
| —

Hewlett Packard LenOVO

Enterprise

SOLUTIONS

= Nutanix
Hyperconverged

» Cisco Hyperflex
= HPE Simplivity

RESOURCES
Coming soon!

openstack.

OPEN SDI

INDUSTRY-LEADING SOLUTIONS OPTIMIZED FOR INTEL® ARCHITECTURE



http://dcgresources.intel.com/vmware
https://dcgresources.intel.com/microsoft/
https://dcgresources.intel.com/red-hat/
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CUSTOMER OPPORTUNITY;
BUILDING A DATA- CEN?RIC FOUN'ATT@N
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CUSTOMER OPPORTUNITY:

BUILDING A DATA CENZRIC FOUNIATI@N
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Intel® Reference Solution for IBM Cloud Pak® Solutions on Red Hat® OpenShift®:

Cloud-Native Hybrid Cloud
Platform

IEM Cloud Pak® for IEM Cloud Pak® for IEM Cloud Pak® for IEM Cloud Pak® for IEM Cloud Pak® for
Applications Integration Multicloud Data Automation

x IEI Manag@ement :::- —E—O

Developer and API Lifecycle
DevOps Tools Security/Compliance

2 @ e || 2| & ® B

Organize Operational Excellence

Modernization Frameworks Messaging  App and Data === Analyze Workflow Content
Toolkit and Runtimes and Events Integration App/infrastructure Multicluster and Decisions

RedHat Red Hat Red Hat
Openshift OpensShift Openshift Openshift Openshift

Container Platform and Container Platform and Container Platform and Container Platform and Container Platform and
Operational Services Operational Services Operational Services Operational Services Operational Services

IBM Cloud Pak Solutions on Red Hat OpenShift, Powered by Intel
A hybrid-multicloud solution that runs in the cloud, on-premises, or at the edge

i@\w



Public Cloud

Cognitive Services, IBM Public Cloud, loT Cloud,
Amazon Web Services, and Services

Edge Services

IBM Cloud Pak Solutions

Workloads

Middleware [ Caches, Databases, Analytics

Containerized Middleware
App Server, Blockehain, Transformation and
Connectivity, and other workloads

Developer
Automation
Provision, Service Broker,
Dm Container Catalog
and Automation
Tools

Next Generation Management

&

Monitoring

Multi-Instance
Multi-Data Center

Infrastructure
Automation
Provision

Infrastructure

0es6d90

Transformation
and Connectivity

Enterprise
Enterprise Middleware and Enterprise Data

Load Balancer ===

Provides access to the cluster for applications,
including IBM Cloud Pak solutions, and is also
used for cluster management access

Corporate DNS

Provides domain name services for the cluster

Corporate AD/LDAP

Provides authentication for cluster users

Common Services

Provides ongoing cluster management
operations and is used to build the bootstrap
server (which is one of the Worker nodes)

Internet

Needed by the installation process for image
download and entitlement verification

IBM Cloud Pak Solutions Environment
Runs on Red Hat OpenShift

Red Hat OpenShift 4

Kubernetes service for the cluster

Red Hat Enterprise
Linux CoreOS

05 for the Worker nodes

II Worker Node

Compute and ephemeral storage for
workloads deployed to the cluster

Red Hat Enterprise
Linux CoreOS

05 for the Master nodes

=

High-availability control
plane for the cluster

Network
Physical interconnection with access to the services outside of the cluster

Infrastructure Optimized for Intel Architecture

+ Intel® Compute %

Intel® Storage
and Memaory

o
5
o

Storage
Persistent volumes
consumed by the
cluster

Intel® Network




Table A6. Hardware Bill of Materials for Virtualized Small, Large, and Edge Configurations

HARDWARE
Physical Nodes

INTEL®* REFERENCE SOLUTION FOR IBM CLOUD PAK SOLUTIONS (Virtualized)

Small Configuration
4

Large Configuration
6

Edge Configuration
2

Processor

2x Intel® Xeon® Gold 6226R processor
(2.9 GHz, 16 cores, 32 threads) or a higher
number Intel Xeon Scalable processor

2x Intel Xeon Gold 6248R processor
(3.0 GHz, 24 cores, 48 threads) or a higher
number Intel Xeon Scalable processor

2x Intel Xeon Silver 4210R processor
(2.4 GHz, 10 cores, 20 threads) or a higher
number Intel Xeon Scalable processor

Memory

384 GB or higher
(12x 32 GB DDR4-2400 MHz or 2666 MHz)

384 GB or higher
(12x 32 GB DDR4-2666 MHz)

192 GB* or higher
(6x 32 GB DDR4-2400 or 2666 MHz)

Boot Drive

2x Intel® SSD D3-54510 Series
480 GB 2.5-inch RAID1

2% Intel SSD D3-54510 Series
AB0 GB 2.5-inch RAID1

2% Intel SSD D3-S4510 Series
480 GE 2.5-inch RAID1

Cache Tier

2x 375 GB Intel® Optane™ S5D DC P4800X
(2.5" PCle)

2% 375 GB Intel Optane 55D DC P4800X
(2.5" PCle)

2x 375 GB Intel Optane S5D DC P4800X
(2.5" PCle)

Capacity Tier

4x 2 TB (or more) Intel S50 DC P4510
(2.5" PCle 3.1)

6x 2 TB Intel S5D DC P4510
(2.5" PCle 3.7)

4% 1.92 TB (or more) Intel S50 DC D3-54510
(2.5" PCle 3.7)

Persistent Memory

Mone (optional)

1TB(8x 128 GB)

Mone (optional)

Data Network

1x 25 GbE Intel® Ethernet Converged Network

Adapter XXV710-DA2 dual-port or above

1x 25 GbE Intel Ethernet Converged Network
Adapter XXV710-DAZ2 dual-port or above

1x 10 GbE Intel Ethernet Converged Network
Adapter X710-DAZ2 dual-port or above

Management Network

Integrated 1 GbE (per node)

Integrated 1 GbE (per node)

Integrated 1 GbE (per node)

Additional
Components

2% Intel® B-Port PCle Gen3 x8 Switch AIC
(AXXP3ISWX08080)

2% Intel B-Port PCle Gen3 x8 Switch AIC
(AXXP3ISWX0B080)

2% Intel 8-Port PCle Gen3 x8 Switch AIC
(AXXP3ISWX08080)

* Acost-optimized configuration uses 512 GB RAM (2x CPU, 16x 32 GB 2666 MHz DDR4). However, this is an unbalanced configuration and will decrease memory-access performance.
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« VK re-engineered its storage architecture to
lower the cost of storage while

meeting its demanding performance
requirements.

« VK upgraded the storage for frequently
accessed data in its content delivery
network (CDN) to Intel® SSDs with 3D NAND
technology, and moved the most

frequently used data to Intel® Optane™ SSDs.

« VK introduced Intel Optane persistent memory
for the rating counter servers
that support the newsfeed, migrating data away
from more expensive DRAM.

« Intel® field programmable gate arrays (Intel®
FPGASs) will be used to convert images
on-the-fly from a single high-resolution master
copy to the resolution needed for

each user - reducing requirement to store
multiple image sizes and formats

CLAEJTAHO

Front [nginx + modules]

Intel® Xeon® Processor E5-2670 v2
+ Intel® Xeon® Processor E5-2660 vd
Intel® SSD D5-P4320 55D
Intel® Ethernet Converged Metwork
Adapter X520- Intel® Ethernet
Adapter X070

Data centers

Cache servers
[nginx + CON daemons]
Intel® Xeon® Gold 6230 processor +
Intel® S50 D5-P4320 550s

Int2l® Optane™ SSD DC P4800X 5505
Intel® Ethernet Adapter X077 10 E

Front [ﬂ~|ﬂ¥+ modules]
Intel® Xeon® Pr::ess r E5-2620
+Intel® Xeon® Processor ES-2680 v
Intel® SSD D5-P4320 55Ds
Intel® Ethernet Adapter ,\’,\‘\. 710

Front [nginx + modules)

Intel® Xeon® Processor E5-2620 +
Intel® Xeon® Processor E5-2680 v3
Intel® Optane™ S50 DC P4800X SS0s
Intel® Ethernet Adapter XXV710

Image transcoders [imp] Vid
Intel® Xeon® Gold 6230 processor + Intel® Xeo
Intel® Programmable Acceleration Card (Intal® PAC) Intel® O
with Intel® Arria® 10 GX FPGA
Intel® Ethernet Converged Metwork Adapter X550
_\_\_'_‘—‘——n-

Cold storage [storage *-engines]
Intel® Xeon® Gold 6230 processor
Storage bay with 102 HDD configuration
Intel® Ethernet Converged MNetwork Adapter X550

o transcoders [kive]

Optane™ 55D DC P4800X 55Ds
Intel® Ethernet Converged Network Adapter X550

Cache servers
[nginx + CDN daemons]
Intel® Xeon® Gold 6230 processor/
Intel® SSD D5-P4320 SSDs
Intel® Ethemet Adapter XX\V710

3#?

Backend [kphp workers]
Intel® Xeon® Processor E5-2670 v2..
Intel® Xeon® Gold 6230 processor
Intel® Ethernet Converged Metwork
./ Adapter X540-550

Rating counters [mc-engines]
Intel® Xeon® Gold 6230 processor
+ Intel® Optane™ persistent memory
Intel® Ethernet Adapter XXV710 f
Intel® Ethernet Converged Network Adapter X520

Pro-:ess-:-r E5-2660 vd +
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e Diverting data from dynamic random-access memory (DRAM) to SSDs and Intel Optane
persistent memory running in memory mode significantly cut the cost of storing the hottest
data, according to VK.

« VK reported that it was able to consolidate servers at a ratio of 2:1 using the new
storage solution, supporting the continued data growth, with storage of up to
0.408PB in 1U, reducing power and cooling costs.:

« Upgrading the processor from the Intel® Xeon® Gold 6230 processor to the Intel®
Xeon® Gold 6238R processor cut the compute cost by 40 percent and improved
performance per watt by 72 percent,, according to VK



